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a b s t r a c t 

This paper presents a complete natural feature based tracking system that supports the creation of aug- 

mented reality applications focused on the automotive sector. The proposed pipeline encompasses scene 

modeling, system calibration and tracking steps. An augmented reality application was built on top of 

the system for indicating the location of 3D coordinates in a given environment which can be applied 

to many different applications in cars, such as a maintenance assistant, an intelligent manual, and many 

others. An analysis of the system was performed during the Volkswagen/ISMAR Tracking Challenge 2014, 

which aimed to evaluate state-of-the-art tracking approaches on the basis of requirements encountered 

in automotive industrial settings. A similar competition environment was also created by the authors 

in order to allow further studies. Evaluation results showed that the system allowed users to correctly 

identify points in tasks that involved tracking a rotating vehicle, tracking data on a complete vehicle and 

tracking with high accuracy. This evaluation allowed also to understand the applicability limits of texture 

based approaches in the textureless automotive environment, a problem not addressed frequently in the 

literature. To the best of the authors’ knowledge, this is the first work addressing the analysis of a com- 

plete tracking system for augmented reality focused on the automotive sector which could be tested and 

validated in a major benchmark like the Volkswagen/ISMAR Tracking Challenge, providing useful insights 

on the development of such expert and intelligent systems. 

© 2017 Elsevier Ltd. All rights reserved. 
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1. Introduction 

Augmented reality (AR) consists in real time addition of vir-

tual information that is coherently positioned with respect to a

real environment. AR technology is used in the automotive indus-

try for various applications ( Nee, Ong, Chryssolouris, & Mourtzis,

2012 ), such as service training and assistance ( Stanimirovic et al.,

2014 ). In order to fulfill its goal, an AR system needs to continu-

ously perform real time estimation of its position and orientation

in 3D relative to the real world, which is a task known as track-

ing. A common way to accomplish this is by detecting planar fidu-
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ial markers placed around the environment using a video camera

 Kato & Billinghurst, 1999 ). Nevertheless, in an automotive context,

uch markers can be considered intrusive, so it is more suitable to

ely on natural features present in the real world. Such approach

rings many challenges, such as dealing with large scale scenarios,

bjects small parts, variable illumination conditions, and materials

ith low texturedness, reflective and transparent properties, just

o cite a few. 

This work presents a complete markerless tracking solution

uited to the development of AR applications for the automotive

ndustry. The system adopts a model based tracking by detection

hat relies on keypoint features and covers the phases of model

eneration, calibration and tracking itself. 

The contributions of this paper are: 

1. A pipeline for markerless tracking designed for the creation of

AR systems that target the automotive sector, but are also suit-

able for other application scenarios; 

http://dx.doi.org/10.1016/j.eswa.2017.03.060
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2. A semi-automatic method for reconstruction of scenes with un-

desirable parts; 

3. A tracking quality checking method based on inlier count and

reprojection error metrics; 

4. Evaluations on automotive sector scenarios proposed by the

Volkswagen/ISMAR Tracking Challenge 2014, where perfor-

mance and tracking quality of the proposed system are mea-

sured. 

This paper is organized as follows. Section 2 presents exist-

ng concepts and works regarding tracking, AR and the automo-

ive industry. Section 3 describes the proposed markerless tracking

ystem. Section 4 gives details about the tracking challenge that

as used to evaluate the system. Section 5 presents and discusses

he results obtained in the evaluations performed. Section 6 draws

onclusions and points out future work. 

. Background and context 

The following subsections present major relevant concepts and

xisting works about tracking, AR and the automotive application

omain. 

.1. Tracking and AR 

In computer vision, tracking is defined as retrieving the part of

he image that contains the target object ( Yilmaz, Javed, & Shah,

006 ) ( Smeulders et al., 2014 ) . Given the 3D model of the targeted

bject, the tracking task is analogous to retrieving the camera pose.

t establishes a direct relation between the camera and the object

y acquiring the knowledge of where the camera is and to which

irection it is pointing at. Using this relation, it is possible not only

o identify in which part of the image the object is located but also

he distance from it to the camera and its relative orientation. 

However, in order to use a tracking solution in an AR appli-

ation ( Marchand, Uchiyama, & Spindler, 2016 ), some additional

equirements arise. At first, the camera pose must be retrieved

n real time so the user can perceive the augmentation and in-

eract with it normally. Moreover, it is required precision so the

ugmented content may not be misplaced on the scene, providing

rong or ambiguous information to the user. Additionally, in sev-

ral scenarios, it is desirable to perform the tracking steps with-

ut the need to add markers on the scene. Markerless trackers are

ikely to expand the applicability range being less intrusive and

sually requiring minimum or zero setup effort of the final user. 

.2. Automotive application domain 

Considering the automotive domain of application, tracking re-

ults can be used for several purposes, in scenarios when the user

s both inside and outside the vehicle. The following discussed

cenarios will target mobile platforms, varying from tablets and

martphones to see-through head-mounted displays (HMDs). Some

f the described scenarios are still in the conceptual phase while

thers are already implemented and in use. 

The application scenarios here addressed are directly related to

he technical challenging scenarios targeted by our tracking so-

ution. These challenges are: track the car engine; track tire and

heel; track the car interior, including panel and dashboard; track

ar tools such as the jack and the lug wrench; and track the entire

ar from an outside point of view. Furthermore, in Section 4 each

ne of the three case studies explores the tracking technical chal-

enges linked to each one of the following application areas. 

.2.1. Training and maintenance solutions 

The training and maintenance tasks have been tackled in sev-

ral application domains by AR solutions ( Makris, Pintzos, Rent-
os, & Chryssolouris, 2013 ). On these tasks, the mechanic is usu-

lly aided by precisely located augmented content with instruc-

ions, highlighted parts or preview animations illustrating what

eeds to be done in the current step. Regarding the automotive do-

ain, examples arise targeting different parts of the vehicle, usu-

lly focusing on the engine itself or on its specific parts. How-

ver, other parts may be targeted, such as the car hood, wheel

 Stanimirovic et al., 2014 ) or even the door ( Reiners, Stricker,

linker, & Mller, 1998 ). Fig. 1 shows some examples. Some of these

xamples rely on markers to explore the goal functionality as a re-

earch target ( Henderson & Feiner, 2011; 2007; Lee & Rhee, 2008 ).

owever, in addition to the previously discussed issues related to

arker based tracking systems, when dealing with both training

nd maintenance tasks, it is likely to have markers occluding part

f the workspace. Occlusion can also happen when used tools and

ser hands block the line of sight from the camera viewpoint to

he markers, potentially causing tracking failures. Thus, there is a

lear concern by researchers and industry to provide markerless

racking solutions for these scenarios ( Platonov, Heibel, Meier, &

rollmann, 2006 ), ( Stanimirovic et al., 2014 ). 

.2.2. Flat tire replacement 

Particularly, the task of changing the car tire is often performed

y drivers. The flat tire event is not a controlled one. It occurs

n unplanned places and in some situations it may cost time to

et additional mechanical assistance to the driver. Thus, systems

hat provide in-place augmented assistance are useful to help the

river along this task. Two tracking challenges arise in this case: as

hown in Fig. 1 , it is required a system to track the car wheel/tire

 Lee & Rhee, 2008 ) and it is also useful for the system to be able

o track car tools. The tools will be used in the process, and the

ystem should help the driver to operate them correctly and ef-

ciently. Fig. 2 illustrates examples of systems tracking medium-

ized objects with complex shapes, low texture and metallic sur-

aces. The challenges relative to tracking these objects can be re-

ated to tracking common car tools, such as the jack and the lug

rench, which are used in the tire replacement process. 

.2.3. Driver vision helper systems 

AR systems are able to help the driver while inside the car

n several different ways, from facilitating the use of the car fea-

ures (e.g. placing annotations and additional information in the

ar panel or dashboard), to helping the driver on passing and lane

hange tasks. Over the years car models are incorporating new fea-

ures, adding buttons to the steering wheel, increasing the panel

nteractive region and providing new information on the dash-

oard. In these cases, augmented content can be used to help the

ser in the task of finding a specific functionality inside the car.

he complexity of such tasks can be calculated based on the work

rom Rentzos, Vourtsis, Mavrikios, and Chryssolouris (2014) . Fig. 3

hows on the left the use of a spatial AR system that aims to pro-

otype different panels and dashboards configurations by project-

ng content in a previously calibrated environment ( Porter, Marner,

mith, Zucco, & Thomas, 2010 ). Similar augmentations could pro-

ide dynamic content over the panel to expose its features for the

ser by exploiting real time tracking on the car interior. On the

ight side, Fig. 3 shows a system that provides a virtual environ-

ent which simulates the car interior, where an HMD is worn by

sers in order to achieve immersion ( Salzmann & Froehlich, 2008 ).

n the AR context, HMDs may be replaced by see-through glasses

nd, by tracking the car interior from the user viewpoint, all

eeded cues for specific panel procedures (turning on the heat,

hanging music volume, locking or unlocking doors, and so on) can

e rendered at the user glance. 
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Fig. 1. AR applications for training and maintenance for the automotive application domain, targeting the car engine ( Lee & Rhee, 2008 ) (top row), the car hood and wheel 

( Stanimirovic et al., 2014 ) (bottom row). 

Fig. 2. Examples of tracking solutions handling complex shaped objects. At the left a part of a hydraulic system being tracked in real time ( Comport et al., 2006 ), at the 

center an object being tracked while it is being manipulated ( Wuest, Vial, & Strieker, 2005 ), and at the right a digital component superimposed over real objects ( Makris et al., 

2016 ). 

Fig. 3. Example of spatial augmentation of a car panel on the left ( Porter et al., 2010 ). On the right a Virtual Reality system that tracks the user viewpoint to correctly render 

the content on the HMD ( Salzmann & Froehlich, 2008 ). 
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Fig. 4. Example of inspection task using AR ( Georgel et al., 2007 ). 
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.2.4. Car bodywork inspection, customization and traffic control 

Another set of applications arises by looking at the car as a sin-

le piece. As illustrated in Fig. 4 , the inspection task is well-known

s a target for AR applications because by aligning real and aug-

ented content the discrepancy check is facilitated ( Georgel et al.,

007 ). Given the 3D model of the targeted car and a precise track-

ng system, it is possible to identify failures on the car bodywork

uring an inspection procedure, for example. Moreover, by track-

ng the car exterior as a whole, AR systems can enable users to

ustomize its appearance, add external accessories and change its

olor. At last, real time tracking of car models can be used by ex-

ert systems for purposes related to traffic control, in a search for

 missing car and security when analyzing vehicles trajectories and

reventing car crashes ( Koller, Weber, & Malik, 1994 ). 

. Markerless tracking system 

Natural feature tracking techniques for AR need 3D knowledge

bout the object, which is referred to as a model of the object.

his model can be encoded in different ways depending on the

ethod’s requirements, such as computer-aided design (CAD), 3D

oint cloud and plane segments. The tracking system described in

his work can be classified as a model based one, since it makes

se of a previously obtained model of the target object, in this

ase a car. Model based systems are able to handle scenarios where

he object and/or the camera move with respect to each other. The

roposed system can also be classified as a detection system, since

t is able to calculate the object pose without any previous esti-

ate, allowing automatic initialization and recovery from failures.

ig. 5 depicts the input and output of all system’s modules, which

re described in the following subsections. 

.1. Model generation 

An overview of the submodules that belong to the model gen-

rator module is illustrated in Fig. 6 . In order to be able to recon-

truct the entire car, which has low textured materials and small

arts, an RGB-D sensor was employed. It provides in real time, be-

ides a color image (RGB channels) of the scene, another image in

hich each pixel value corresponds to the distance between the

cene objects and the camera ( Fig. 7 ) named depth image (D chan-

el). 

First, an RGB-D sequence of the car areas to be tracked is cap-

ured in a single take. This is done in order to have all the recon-

tructed parts of the car in the same coordinate system. Then, the
cene is reconstructed from the depth data of the sequence using

inectFusion ( Newcombe et al., 2011 ). KinectFusion performs real

ime reconstruction when a fixed volume of the 3D space with

pecific dimensions is reconstructed (in this case, a volume with

12 × 384 × 512 voxels). Therefore, it was adopted since it is de-

irable that the reconstruction phase does not take too much time.

n addition, the reconstruction resolution (voxels per meter) is de-

reased for covering the entire car. Fig. 8 illustrates the result of

he reconstruction, which is a colored 3D point cloud of the car. 

After that, some keyframes are selected for generating the

odel to be used in the tracking phase. A keyframe is basically an

mage of the car with a known pose, making it possible to estimate

he corresponding 3D coordinates of a given 2D feature extracted

rom it. In the proposed system, candidate keyframes are selected

y considering a fixed frame interval. A candidate keyframe is se-

ected at every n frames and tests were performed to determine

he ideal interval. Then the user manually browses the candidate

eyframes and chooses which ones will be retained. While select-

ng the keyframes, the user is able to group the ones that cover

 specific part of the car (e.g. engine, fender, interior, trunk). It is

lso possible to refine the model by manually removing undesired

reas of the keyframes (e.g. floor, specular parts). This is done us-

ng a brush tool and the user has to paint the areas in the color

mage that should be removed from the 3D point cloud, as shown

n Fig. 9 . 

Once the keyframes are selected and refined, their grayscale

mages are normalized to zero mean and unit variance in order

o cope better with illumination changes. Then 2D keypoints with

ssociated binary descriptors are extracted from keyframes nor-

alized grayscale images using the ORB detector ( Rublee, Rabaud,

onolige, & Bradski, 2011 ), as depicted in Fig. 10 . The correspond-

ng 3D points in the cloud for each 2D keypoint are then ob-

ained, which will be referred from now on as 3D keypoints. The

nal model for each part of the car is generated in an incremental

ay. First, the 3D keypoints of the first keyframe of the part are

dded to the model. Then, the keypoints from the next keyframe

re matched to the current model keypoints using a nearest neigh-

or search based on the Hamming distance between their binary

escriptors ( Rublee et al., 2011 ). A heuristic is applied to reject

purious matches, in which a correspondence is discarded if the

atio between the distances of the closest and the second-closest

eighbor is less than a threshold ( Lowe, 2004 ). In the proposed

ystem, this threshold was set to 0.7. Only the keypoints that are

ot matched to the current model are added to it, in order to avoid

he presence of repeated features. The same procedure is adopted

or the remaining keyframes. The model stores 3D keypoints and

lso the descriptors of their corresponding 2D keypoints. 

.2. Calibration 

Once the model generator creates the 3D model of the car in its

articular 3D coordinate system, the calibrator module is responsi-

le for transforming the recovered model from its coordinate sys-

em to another one. This transform allows the application to be

exible when addressing the model, by using real world measure-

ents, a pre-acquired CAD model of some equipment or a factory

oor coordinate system just to cite a few. It is worth noting that

he calibration step is optional for tracking a given scene, being

nly required if it is desired to augment the world with virtual ob-

ects placed at 3D coordinates relative to a real world coordinate

ystem. 

Since the recovered model preserves the correct shape of the

ar without distortions, which means to have a Euclidean recon-

truction, the calibrator module can compute a similarity trans-

orm that gets from one Euclidean model to another Euclidean

odel based on 3D points correspondences. This similarity trans-
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Fig. 5. System pipeline overview. 

Fig. 6. Model generator overview. 
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form is defined as a 4x4 matrix in homogeneous coordinates that

comprises a rotation, a translation and also a scale transform. In

this system, the calibrator module employs a closed form abso-

lute orientation technique ( Horn, 1987 ) to estimate the similarity

matrix. It uses at least three points correspondences between the

models and has the advantage of being easily scalable, fast to com-

pute and precise. 

The calibrator module receives as input the generated 3D model

from the previous one and the reference points of the new model

as seen in Fig. 5 . Based on these coordinates, the user is required to

manually select the 3D points from the generated model that cor-
espond to the reference points. In order to correctly match these

oints, the user needs to select each corresponding point from one

alid keyframe in the same sequence of the reference points. The

ystem allows the user to iterate through the keyframes to choose

he one where the point is better exposed and also to magnify the

mage to pick the point precisely as shown in Fig. 11 . 

.3. Tracking 

As seen in Fig. 5 and explained in the previous subsections,

he model generator and calibrator modules create all the files re-
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Fig. 7. Color (left) and depth (right) images of a car engine provided by an RGB-D sensor. 

Fig. 8. 3D point cloud of a car computed from RGB-D data. 

Fig. 9. Manual model refinement tool for removing undesired areas, which are 

painted in red. For interpretation of the references to color in this figure legend, 

the reader is referred to the web version of this article. 

q  

c  

a

 

f  

Fig. 10. ORB keypoints extracted from an image of a car engine. 

Fig. 11. Calibration tool for selecting reference points in the keyframes. 

t  

w  

e  

t  

t  
uired for the online tracking phase. Additionally to the model and

alibration data, the 3D points to be tracked in world coordinates

re also an input to the tracker module. 

The tracker’s first step is to extract and describe 2D keypoints

rom the images captured by the RGB camera using the ORB de-
ector. After that, the system matches the current image keypoints

ith the set of keypoints from the corresponding group that cov-

rs the captured part of the car. Similar to the model genera-

or module, the matcher uses a nearest neighbor search based on

he Hamming distance between their binary descriptors. Also, the
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Table 1 

Summary of quality measurements and color meanings. 

Criteria Indicator Color Meaning 

reprojection error < 3 AND number of inliers > 15 Green There is a high possibility that the position indicated is accurate 

3 < reprojection error < 5 OR 8 < number of inliers < 15 Yellow There is a low possibility that the position indicated is accurate 

reprojection error > 5 OR number of inliers < 8 Red There is a high possibility that the position indicated is inaccurate 

Fig. 12. Examples of tracking quality checking when the display indicator color is green (left), yellow (center) and red (right). For interpretation of the references to color in 

this figure legend, the reader is referred to the web version of this article. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 13. Example of reference/challenge point uncoded circular marker ( AG, 2014 ). 
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(  
same heuristic that discards a correspondence if the ratio between

the distances of the closest and the second-closest neighbor is less

than a threshold is applied to reject spurious matches. The dif-

ference is that this threshold starts with 0.7 but the user is able

to change this value in real time to enhance results. Given the

set of matches, it is possible to estimate the current frame pose

from the 2D-3D correspondences using EPnP estimator ( Moreno-

Noguer, Lepetit, & Fua, 2007 ) combined with the RANSAC algo-

rithm ( Fischler & Bolles, 1981 ) for outlier removal. 

In order to measure the tracking quality, the system calculates

the average reprojection error from the 3D keypoints used to esti-

mate the pose. This information, along with the number of inliers

calculated by EPnP, is used to give visual feedback to the user re-

garding the tracking quality. Experimentally, it was possible to see

that there is no guarantee of the tracking quality when there are

less than eight inliers or the reprojection error is higher than five

pixels. Thus, the display indicator that leads to the 3D points to be

tracked at the car becomes red. Additionally, the system achieved

good results when there are more than 15 inliers and the reprojec-

tion error is below three pixels and the display indicator becomes

green. Intermediate values are shown in yellow. This quality mea-

surement is summarized in Table 1 and illustrated in Fig. 12 . 

4. Case study 

Since 2008, the International Symposium on Mixed and Aug-

mented Reality (ISMAR) stimulates research in the area of track-

ing by promoting a contest known as “ISMAR Tracking Competi-

tion”, in which tracking systems are applied to real industry prob-

lems. Volkswagen, one of the main vehicle manufacturers in the

world, since 2013 sponsors its own competition, called “Volkswa-

gen Tracking Challenge”. In 2014 this contest was included as part

of the ISMAR conference, replacing the customary competition. 

Thereby, the main industrial problems to be addressed by the

challenge that year were related to the automotive domain, mainly

regarding markerless tracking techniques, with the main focus on

those used for accurate tracking of vehicle components, which

could help to increase even more the research and application of

AR in this domain. 

The challenge contained scenarios in which our ever develop-

ing tracking techniques could be tested to the maximum of their

capabilities. The main purpose of each scenario was to be able to
etect and keep tracking certain reference points in dynamic and

ometimes noisy environments. 

Each scenario was divided into a preparation and a competi-

ion phase that contained some tasks - organized by difficulty - to

e performed. Rating points were given by the jury of each task,

hich was composed of members from the Technical University of

unich and employees of Qualcomm Incorporated, ART Advanced

ealtime Tracking GmbH and Volkswagen AG. 

In the next subsections we describe these scenarios, giving de-

ails about input data and elements used in the process, the prepa-

ation and competition phases and their respective tasks as well. 

In order to initialize the system, mainly in the preparation

hase, some information was given to the participants to be used

s input to the system. These data (reference points coordinates)

ad the purpose of allowing registration to the respective scenario

oordinate system, even though in scenarios 1 and 2 this initial

egistration was also possible through the use of CAD data (pro-

ided as well). It is important to remember that these reference

oints were removed from the scene after the preparation phase. 

These points are marked using uncoded circular markers of

nown dimensions (as illustrated in Fig. 13 ). For each circular

arker present in the scene, the corresponding 3D coordinate was

rovided as well. Each marker had a four element ID in the for-

at “Rxxx”, where the “xxx” is the number of the marker (padded

ith zeros from the left), e.g. “R040”. It should be noted that the

arkers are only used for calibration purposes and are not taken

nto account for model generation and tracking procedures, which

re fully based on natural features. 

The format of the input file was also described as being a sim-

le ASCII formatted file. And for the reference and challenge points

the points which need to be tracked and identified by the partic-
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Fig. 14. Front view of scenario 1 setup ( AG, 2014 ). 

Fig. 15. Top view of scenario 1 setup ( AG, 2014 ). For interpretation of the references 

to color in the text, the reader is referred to the web version of this article. 
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pants), the 3D coordinates followed their ID. For instance, a chal-

enge point named “A001” was described in this way in a line

f the input file: A001;123.1;0.6;-120.2 . This point description was

erminated by a Unix EOL character (0x0A). 

.1. Scenario 1 

The first scenario of the tracking competition comprised track-

ng a rotating vehicle. The corresponding setup was a 1:10 vehicle

iniature placed over a rotating platform, as shown in Fig. 14 . Both

otation speed and direction could be changed by the judges. 

The task given was to exactly locate the 3D coordinates of

he rotating vehicle model by determining the corresponding chal-

enge points or parts. In a second moment, virtual data (the car

D model) should be correctly superimposed onto the real vehicle

odel while it rotated. 

Scenario 1 preparation can be described as follows. At first,

rom a given tracking area, the competitors had to register to

he local vehicle coordinate system using the circular markers or

nown 3D data (vehicle 3D model). In the competition phase,

oints had to be identified using predefined 3D coordinates. Af-

erwards, the rotating vehicle model had to be overlaid with the

iven 3D data as accurate as possible. 

The three main tasks of scenario 1 were: track the rotating car

odel from a fixed position, highlighted in blue in Fig. 15 ; visu-

lize and identify 3D challenge points; and overlay the car model

ith a 3D structure. 

The competition provided 3D data parts of the car model in

illimeters in different formats (OBJ, VRML and STL). The same
D model should be overlaid over the real vehicle. Also, reference

oints were given with their corresponding 3D coordinates. 

The inherent challenge in this scenario was to track, from a

xed position, moving objects with variable speed and to identify 3

hallenge points per task, totaling 9 points at all. Table 2 describes

he 4 tasks in detail. 

.2. Scenario 2 

The second scenario involved capturing and tracking of differ-

nt parts of a real Volkswagen Golf TM . There were four sequential

asks which involved acquiring the exact determination of follow-

ng parts of the vehicle defined by 3D coordinates (illustrated by

ig. 16 ). 

In the preparation phase, the competitor was allowed to cap-

ure the external appearance of the complete vehicle and register

ith the help of the circular markers in the engine part, which had

ts 3D coordinates provided. Besides that, the participant could use

D data of parts of the exterior and interior in the local coordinate

ystem of the vehicle. It is worth noting that, specifically in this

cenario, the scene could be changed between the preparation and

he competition phases by, for instance, adding or removing light. 

The competition phase consisted of the proper execution of

racking vehicle’s interior and exterior following some constraints,

nvolving the definition of each area to be tracked as a separate

ask in a predefined order and using restricted tracking areas. In

ddition, tracking was not allowed while moving from one area to

he next one. Fig. 17 illustrates these constraints. 

During the tracking phase using the system, the competitor

hould identify some corresponding parts on the vehicle by di-

ectly pointing at a predefined element with the finger. 

The challenge organizers provided 3D data parts corresponding

o the car exterior in millimeters in different formats (OBJ, VRML

nd STL) and the reference points on the car engine with their 3D

oordinates. 

The first task - tracking the engine part - main purpose was

hat the system used given information (reference points) as basis

or the tracking in this area and in the rest of the car, as these

oints would help to define the complete coordinate system of it.

he main tracking challenge here was to find hidden or difficult to

ee challenge points in limited tracking areas. 

The second task - tracking the interior from driver’s seat - was

o continue the tracking using an extrapolation of the initialization

rovided by the engine compartment. Therefore, for this area there

ere no reference points available. For this task, there was also the

ossibility of changes in the scene before the competition phase. 

The third task - tracking of the trunk - required the capability of

racking from a bright into a dark environment, containing a sparse

mount of features. 
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Table 2 

Overview of tasks regarding scenario 1. 

Task Initialization Rotation Challenge Rotation Display Difficulty Points Max Score 

1 none constant 3D points 2 3 6 

2 constant constant 3D points 3 3 9 

3 constant variable 3D points 4 3 12 

4 none variable 3D data Score given by jury 12 

Fig. 16. Illustration of the vehicle parts to be tracked in scenario 2 ( AG, 2014 ). 

Fig. 17. Sequence of tasks and tracking area constraints. The projector’s purpose is 

to possibly add disturbances by light in the fender area ( AG, 2014 ). 

 

 

 

 

Table 3 

Overview of tasks regarding scenario 2. 

Task Area Area size Difficulty Points Max Score 

1 Engine < 2 m 

2 2 4 8 

2 Interior Complete interior 3 4 12 

3 Trunk < 2 m 

2 4 3 12 

4 Fender < 1 m 

2 3 3 9 
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The last task - tracking the fender - main challenge was the

ability to track from a short distance with a low number of fea-

tures. As shown in Fig. 17 , there was a projector which could add

disturbances caused by artificial lights, turned on right before the

competition phase. 

Table 3 depicts more details about each task. 
.3. Scenario 3 

The third scenario of the tracking competition comprised track-

ng objects with high accuracy. The corresponding setup was a ta-

le with some objects placed over it, as shown in Fig. 18 . 

The given task was to use reference points along with objects

nformation to learn the 3D coordinates for the entire scene. In a

econd moment, we should accurately place markers on the given

D coordinates. 

Unlike scenarios 1 and 2, in this scenario the preparation and

ompetition phase directly flowed into each other. During the

reparation phase, the contestants were allowed to place their own

arkers and features into a specified area in the center of the ta-

le. These markers and features had then to be registered to the

ocal coordinate system which was defined by the circular markers.

he exact 3D coordinates of the reference points were provided. 

The challenge inherent in this scenario focused on both speed

nd precision. The preparation phase took about 30 min, while the
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Fig. 18. Scenario 3 setup ( AG, 2014 ). 
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Table 4 

Mean and standard deviation of the time re- 

quired by each step of the tracker. 

Mean (SD) time (ms) 

Keypoint detection 7.52 (1.33) 

Keypoint matching 188.46 (12.41) 

Pose estimation 11.62 (2.76) 

Total 207.60 (12.71) 
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ompetition phase lasted for at most 15 min. After a photogram-

etric measurement of the placed markers, the mean of the dis-

ances to the correct coordinates were calculated to find the most

ccurate results. 1–3 scores were given based on speed for over-

ll placement of all 4 markers. 4–6 scores were given based on

he precision of overall placement of all 4 markers. In sequence,

cores were summed up and the winner was the participant with

he highest score. 

. Results and discussion 

The tracking system was written in C++ and executed on the

icrosoft Windows 8.1 operating system. The following libraries

ere used in the implementation of the system: OpenCV, 1 Point

loud Library (PCL), 2 OpenNI, 3 Microsoft Kinect SDK and Devel-

per Toolkit 4 and videoInput. 5 The hardware used in the tests was

n Asus Xtion PRO LIVE and a Microsoft Surface Pro-1 tablet with

ntel Core i5-3317U @ 1.70 GHz processor, 4GB RAM and an Intel

D Graphics 40 0 0 display adapter. 

All the sequences were captured with a resolution of 320 ×
40 pixels. For scenarios 1 and 3, it was used a reconstruction res-

lution of 256 voxels per meter. For scenario 2, the resolution was

ecreased to 64 voxels per meter in order to allow reconstructing

he car completely. An interval of 20 frames was adopted for gen-

rating keyframes from the captured sequences. In scenario 1, an

lliptical mask was applied to all keyframes in order to retain only

he area around the car miniature. This was done to allow Kinect-

usion to reconstruct the scene correctly, since it would interpret

hat the camera was moving around the car. Regarding keypoint

xtraction, the ORB feature detector was configured to return the

est 500 features. 

Tracker performance was evaluated using a model with 52,588

D keypoints. Descriptors nearest neighbor search was per-

ormed using locality-sensitive hashing (LSH) ( Lv, Josephson, Wang,

harikar, & Li, 2007 ). Table 4 presents the mean and standard devi-

tion of time measurements for each step of the tracking pipeline.

t can be noted that mean frame rate of the tracker is 4.83 (0.29)

ps, which allows an interactive AR experience. The bottleneck is
1 http://opencv.org/ . 
2 http://pointclouds.org/ . 
3 http://structure.io/openni . 
4 https://dev.windows.com/en-us/kinect . 
5 http://www.muonics.net/school/spring05/videoInput/ . 

n  

3  

a  

l  

m  

t  

t  
he keypoint matching procedure, which takes more than 90% of

ll processing time. 

Fig. 19 illustrates some results obtained in each scenario of the

racking competition. The colored dots refer to the projection of

he 3D point cloud model of the scene using the pose computed

y the tracker. In scenario 1, the developed system scored 23 out

f 27 in the challenge points identification tasks. However, there

ere some misregistrations while superimposing the virtual car 3D

odel onto the real vehicle, mainly due to the fact that our system

erforms tracking by detection without taking into account tem-

oral information. Using a recursive tracking approach for this task

ould probably provide a better experience to the users, where the

ose of the previous frame is used as an estimate for the current

rame pose. Such kind of method is often faster, more accurate and

ore robust to noise, but is not able to perform (re)initialization.

n scenario 2, the system experienced some difficulties related to

nvironment lighting changes and lack of extracted features in

ome situations. In scenario 3, the measured accuracy of markers

lacement was 12.20 mm and the time needed to place the mark-

rs was 7 min 08 s. 

In addition to the results obtained in the competition, the com-

etition environment was recreated in order to acquire a new

ataset, which allowed performing additional evaluations of the

racking system. The reference points coordinates were gathered

sing a Leica FlexLine TS06plus manual total station with an an-

ular accuracy of 2” and a linear accuracy of 1.5 mm+2 ppm.

ince a miniature of the car used in the tests was not available,

nly scenarios 2 and 3 were prepared for the evaluation. For sce-

ario 2, the coordinates of 8 points in the engine, 6 in the interior,

 in the trunk and 3 in the left fender were measured to serve

s challenge points. For scenario 3, the coordinates of 10 arbitrary

ocations on the table were obtained. Competitors were asked to

ark the location of the challenge point with a pen and the dis-

ance between marked and correct position was measured using

he total station. Each competitor had to mark 5 challenge points

http://opencv.org/
http://pointclouds.org/
http://structure.io/openni
https://dev.windows.com/en-us/kinect
http://www.muonics.net/school/spring05/videoInput/


110 J. Paulo Lima et al. / Expert Systems With Applications 82 (2017) 100–114 

Fig. 19. Tracking results in the actual competition: scenario 1 (first row), scenario 2 (second, third, fourth and fifth rows) and scenario 3 (sixth row). 

 

 

 

 

 

 

m  

r  

s  

e  

a  
previously selected from the 10 existing ones. Fig. 20 shows some

results obtained with the acquired dataset, where the display in-

dicator highlights the challenge point to be identified by the user.

It should be noted that in the scenario 3 screenshots the indicated

positions are reference points in one of the corners of the marker

grids used. 
t  
The evaluation results relative to recreated scenario 2 are sum-

arized in Table 5 . Two different conditions were tested: single

econstruction (SR), where the entire car was reconstructed in the

ame coordinate system; and multiple reconstructions (MR), where

ach car part was reconstructed separately and they were not

ligned with each other. Six competitors aged from 28 to 31 par-

icipated in this evaluation. One half of the competitors consists
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Fig. 20. Tracking results in the recreated competition: scenario 2 (first, second, third and fourth rows) and scenario 3 (fifth row). 
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f members of the system development team and the other half

as composed of regular users that had no contact with the appli-

ation before. It can be noted in Fig. 21 that competitors obtained

ignificantly better results when using the MR configuration. More-

ver, they achieved the result in less time, as seen in Fig. 22 . This

an be explained by the fact that in the SR condition the entire

ar is reconstructed using a single take, which demands the use

f a lower reconstruction resolution and also causes error accumu-

ation. In the MR configuration, since smaller volumes are recon-

tructed one at a time, a higher resolution can be used and less

rror is accumulated. The competitors were not able to identify

any points in the vehicle interior, due to the influence of envi-

onment lighting and to the lack of discriminative keypoints. There

as not a significant difference between the number of correctly

dentified points by developers and regular users, but Fig. 22 shows

hat in general, developers took less time than regular users to ac-
omplish the task. These results suggest that when the proposed

ystem is used in a part localization task such as scenario 2, the

evel of expertise may affect execution time but does not have too

uch impact on execution correctness. 

Table 6 depicts the results obtained with recreated scenario 3.

his test also involved six competitors, aged from 27 to 31, and

hey were also equally divided into developers and regular users

roups. Most of the measured accuracy values were similar to the

alue reported in scenario 3 of the actual competition. Both regu-

ar users #2 and #3 presented a large misplacement in one of their

hallenge points, which harmed their accuracy results, as well as

f this entire group, as seen in Fig. 23 . Fig. 24 shows that the time

ifference between developers and regular users was not signifi-

ant. The results of this evaluation suggest that expert users are

ore likely to perform better in high accuracy tracking tasks such

s scenario 3. 
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Table 5 

Number of correctly identified challenge points for each car part and time spent by each competitor in 

recreated scenario 2. 

User #1 User #2 User #3 Dev #1 Dev #2 Dev #3 

SR MR SR MR SR MR SR MR SR MR SR MR 

Engine (8 points) 6 6 6 6 7 7 6 7 6 6 6 6 

Interior (6 points) 1 0 0 2 1 0 0 0 0 0 0 0 

Trunk (3 points) 0 3 0 1 0 1 0 3 0 1 0 1 

Fender (3 points) 0 2 1 3 1 3 1 3 1 1 2 3 

Total 7 11 7 12 9 11 7 13 7 8 8 10 

Time (min) 24 5 33 30 22 16 19 11 13 6 24 10 

Fig. 21. Average number of correctly identified challenge points for each car part by the two groups of competitors in recreated scenario 2. 

Fig. 22. Average time in minutes spent to identify challenge points by the two 

groups of competitors in recreated scenario 2. 

 

 

 

 

 

 

 

 

 

 

 

Table 6 

Mean and standard deviation of tracking accuracy and 

time spent by each competitor in recreated scenario 3. 

Mean (SD) accuracy (mm) Time (min) 

User #1 12.30 (6.29) 11 

User #2 93.82 (177.51) 7 

User #3 44.29 (50.42) 9 

Dev #1 13.95 (15.81) 8 

Dev #2 13.96 (10.55) 11 

Dev #3 8.02 (4.13) 9 
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While developing and testing the proposed pipeline, integration

issues were handled and pitfalls were overcome. As a result of the

experience of applying theoretical concepts on a practical end-to-

end pipeline for 3D models reconstruction, tracking and augmenta-

tion, the following lessons learned and insights can be presented: 

• The use of keypoint features (such as ORB), are usually ap-

plied on highly textured environments (e.g. crowded environ-

ments, paintings and book covers). Nevertheless, these features

showed positive results even on low textured scenarios (e.g. car

exterior) in the automotive domain. This result brings insight

about the extent of use of such features. 
• The removal of undesired areas was introduced once it was re-

alized that it can be decisive in order to achieve a successful
reconstruction of the target model. By removing these areas

the model generation algorithm deals with reduced ambiguity

which can improve keypoint matching. 
• It was also found that checking and giving feedback about the

current tracking quality improves the user experience. The un-

derstanding of how well the system is handling each scenario

and viewpoint gives the user the opportunity to better position

the viewing angle in order to obtain a more precise augmen-

tation. This communication between user and system induces

one to help the other, and therefore collaborates for a better

experience. 

. Conclusion 

It was presented a tracking system based on natural features

or AR applications targeted to the automotive domain. The sys-

em was evaluated during the Volkswagen/ISMAR Tracking Chal-

enge 2014, and additional tests in a similar competition environ-

ent created by the authors were also performed. 

In comparison with the most closely related existing expert

nd intelligent systems that focus on AR for the automotive do-

ain, the proposed solution presents contributions, strengths and

lso some weaknesses. There are a number of existing solutions
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Fig. 23. Average tracking accuracy (in millimeters) by the two groups of competi- 

tors in recreated scenario 3. 

Fig. 24. Average time in minutes spent to identify challenge points by the two 

groups of competitors in recreated scenario 3. 
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hat rely on markers to perform tracking ( Lee & Rhee, 2008;

akris, Karagiannis, Koukas, & Matthaiakis, 2016; Makris et al.,

013; Nee et al., 2012; Reiners et al., 1998 ), while the proposed

ystem is able to track the environment using its natural fea-

ures. The proposed solution also covers several parts of an en-

ire vehicle, while some existing systems focused only on one

r a few specific parts, such as engine ( Lee & Rhee, 2008; Nee

t al., 2012; Platonov et al., 2006 ), differential ( Makris et al.,

013 ), axle ( Makris et al., 2016 ), girder ( Nee et al., 2012 ), door-

ock ( Reiners et al., 1998 ) and exterior ( Stanimirovic et al., 2014 ).

egarding the existing solutions based on natural features, the

odel generation step requires CAD data of the vehicle to be

racked and is performed manually ( Stanimirovic et al., 2014 )

r with the aid of a marker ( Platonov et al., 2006 ). In con-

rast, the proposed system allows automatic markerless model

eneration without the need of a CAD model. The method de-

cribed in Stanimirovic et al. (2014) also performs manual track-

ng initialization, while the proposed solution is able to initial-

ze tracking automatically. However, the techniques detailed in

latonov et al. (2006) ; Stanimirovic et al. (2014) better exploit tem-

oral information by using a recursive tracking approach, which is

ot carried out by the proposed system. In addition, the tracking

rocedure adopted by Stanimirovic et al. (2014) takes into account

oth texture and edge information, whereas the proposed solution

s based only on texture cues. 
The system showed to be suitable for AR tasks in the automo-

ive sector. The main positive aspect is that regular users are able

o track the vehicle exterior and identify its parts. Fewer systems,

uch as Henderson and Feiner (2011) ; Porter et al. (2010) , made

ests with non-developer users in order to assert how well they

erformed using it. The combination of an automatic model gener-

tion and natural feature tracker is an important aspect that makes

he proposed system easy to use by non-developer users. No other

ystem combines these two characteristics for the automotive sec-

or. Another strength is the high precision tracking. Fewer systems

tate their precision. For instance, Comport, Marchand, Pressigout,

nd Chaumette (2006) mention a smaller error. However, it is not

esigned for the automotive sector. 

Current limitations of the proposed tracking system include:

ow frame rate when the number of 3D keypoints in the model is

arge; error accumulation when the entire vehicle is reconstructed

n a single take; lack of temporal continuity, which may result in

ittering; sensitivity to extreme illumination conditions; and occa-

ional failures when dealing with scenes that have minimal texture

nformation. 

As future work, a method for selecting only the most relevant

eyframes and keypoints will be investigated, in an attempt to re-

uce the model size and improve the frame rate. A large scale

GB-D based reconstruction approach such as the ones described

n Chen, Bautembach, and Izadi (2013) ; Whelan et al. (2012) will

e employed in order to have the entire vehicle in the same

oordinate system without accumulating error. A recursive track-

ng method should also be used together with the detection

echnique presented in this work, in a similar way to what is

one in Kim, Lepetit, and Woo (2010) ; Wagner, Schmalstieg, and

ischof (2009) . This would allow taking benefit from both worlds:

erformance, accuracy and robustness of recursive tracking tech-

iques and automatic initialization and recovery from failures of

etection techniques. A hybrid approach that takes into account

dge and depth information in addition to texture cues during

racking will also be investigated in order to better handle low tex-

ured and poorly illuminated scenes. 
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